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Abstract. 
 
The use of smartphones is on the rise, making internet packages vital in everyday life. In 
Indonesia, mobile operators offer a variety of data packages to meet customer needs. 
Understanding preferences is important to making the right decisions when providing products 
that meet customer needs. However, not all packages are suitable for all customers. Telkomsel 
is one of the providers that can deliver consistent signals and a wide range of data packages, 

but it still has a relatively high price. The study uses decision tree methodology to analyze 
citizens' preferences about Telkomsel services, comparing the relative cost of data packages 
with other services. This research will use surveys with samples from different communities to 
determine the representativeness of the results and provide strategic recommendations for 
Telkomsel to improve customer satisfaction. The research methods employed in this study 
included data collection, preprocessing, data division, model design, prediction results, and 
result evaluation. The results showed accuracy levels of 98.7%, precision of 100%, recall of 
98.7%, specificity of 100%, and an F1-score of 99.3%. This study demonstrates the effectiveness 

of the decision tree model in predicting customer interest in Telkomsel services. Despite some 
limitations, the findings provide valuable insights that Telkomsel can use to develop more 
effective marketing strategies.  
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I. INTRODUCTION 

Internet data packages are services offered by telecommunications service providers to provide 

Internet access to users via a mobile network [1]. These services allow users to remain connected to the 

Internet anywhere and at any time without having to rely on a WiFi network. Currently, many data packages 

with different prices are available to choose from according to user needs and budgets. Telecom providers 

like Tri, Telkomsel, Axis, Smartfren, IM3, XL, and others offer a wide range of data packages that cover 

speed, quota, and duration. Users can select the data package that best suits their usage patterns by choosing 

daily, weekly, or monthly. Prices vary, from the very cheap one for basic use to the more expensive one for 

greater data speed and volume. In addition, telecommunications service providers often offer promotions and 

exclusive offers to attract new customers. For example, Telkomsel may offer data packages including 

additional night quotas, while XL may offer additional quotas for specific applications. For those who need 

unlimited internet connections, Smartfren offers unlimitated data packages. Users can easily choose the data 

package that best suits their internet needs, be it for entertainment, education, everyday life, or work. 

Although there are many data package options available, Telkomsel often charges higher prices compared to 

other service providers such as Tri, Axis, Smartfren, IM3, and XL. Users with limited budgets or who want 

to gain more value from data packages may consider these higher prices. Some people who use the 

Telkomsel card say that the Telkomsel network is still good, even though the data package is more expensive 

than other service providers. 

 They believe Telkomsel has more stable connections, higher speeds, and wider network coverage. 

Users in remote or rural areas often say that Telkomsel is the only provider that can deliver a consistent 

signal. Furthermore, other service providers have struggled to maintain network stability in the region. The 

user experience demonstrates that Telkomsel services remain uninterrupted and can manage substantial data 

volumes, particularly during peak hours. A reliable network quality is crucial for those who rely heavily on 

an internet connection for work, education, or entertainment purposes, even though they have to pay more. 

Therefore, although there are cheaper data package options, many users remain loyal to Telkomsel because 

they believe that better network performance and reliability equal higher costs.With increased smartphone 
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usage, internet data packages are becoming more important in everyday life. With Indonesia's increasing use 

of the Internet, mobile operators are competing to offer a variety of Internet data packages that are interesting 

to customers [2]. It is crucial for mobile operators to understand customer preferences and interests in 

Internet data packets to make informed decisions and provide tailored products to meet customer needs [3]. 

However, not all such internet data packs match customer needs and preferences. In order to increase 

customer satisfaction and sales, it is important for mobile operators to be able to predict customer interest in 

internet data packages. Therefore, analyzing and predicting customer interest patterns in Internet data packets 

becomes crucial for the mobile operator to develop and offer products that can meet customer needs and 

preferences more effectively. 

Several previous studies have used various methods to predict customer interests. A previous study 

used the Naive Bayes algorithm to predict customer interest in purchasing internet data packages [4]. The 

study utilized machine learning techniques to analyze customer demographic data, usage patterns, and 

historical purchasing behavior to identify key factors that influence customer demand for data packets. The 

study was able to develop models that can accurately predict customers' interests and preferences, allowing 

mobile operators to better tailor their product offerings to meet target market needs by applying the NaIVE 

Bayes classification. Additionally, companies have used clustering techniques like K-Means to group 

customers based on their purchasing patterns, aiding in their understanding of market segments and customer 

preferences [5]. By applying these unsupervised learning techniques, researchers were able to identify 

different customer segments with different consumer preferences and behaviors throughout the year. It 

allows companies to better understand seasonal fluctuations in customer demand and adjust their product 

offerings, promotions, and inventory management strategies to more effectively meet the growing needs of 

their target market segments. The knowledge gained from K-Means cluster analysis allows firms to optimize 

their sales and marketing efforts, which leads to increased customer satisfaction and, ultimately, increased 

revenue and profitability [6]. A previous study used data science techniques to analyze insights from 

supermarket sales data to optimize customer purchasing behavior. By applying sophisticated analysis and 

machine learning methods to supermarket selling data, researchers could discover valuable patterns and 

trends that help retailers better understand customer preferences, buying habits, and factors that influence 

their purchasing decisions. 

 This allows the supermarket to adjust its product range, prices, promotions, and other marketing 

strategies more effectively to meet the growing needs and demands of its target customer segment, ultimately 

leading to improved customer satisfaction, loyalty, and overall sales performance [3]. Naive Bayes's method 

successfully classified 10 product data with 858 transaction data as training information and another 10 

product data with 115 transaction data as test data in a different study [7]. According to the analysis of 

training data and all test data, the truth ratio is 8–10, which means 8 out of 10 products have true predictive 

values. If the accuracy value of this prediction is 80%, it is expected to provide a more favorable policy 

consideration for the sales business. This is achieved by calculating the customer's purchase interest based on 

the sales data that meets the specified terms and labels. Research results conducted by [8] show that 

customers have demand from all providers, including Telkomsel, Indosat, and Axis. One of the results of the 

analysis carried out using the C.45 algorithm with the Rapidminer tool is that the result of the decision tree 

shows consumer interest through price. Conversely, the C.45 algorithm, also known as the decision tree, 

yields an accuracy rate of 94.67%. However, previous studies have not specifically tested the use of the 

decision tree method to predict customer interest in internet data packages. As a result, the study will focus 

on how to apply the decision tree method in that context.An increasingly popular data mining technique, the 

decision tree method, creates predictive models based on decision rules [9].  

This powerful machine learning algorithm works by separating input data into several sub-sets, each 

distinguished by a specific attribute value. This process forms a hierarchical structure like a tree consisting of 

nodes and branches that visually represent a variety of potential decisions and outcomes [10]. Each internal 

node in this tree corresponds to an attribute, with the branches derived from that node representing a 

different rule of decision based on that attribute's value. The leaf node at the end of these branches then 

marks the predicted classes or final target results [11]. The main advantage that makes decision trees so 
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convincing is their inherent ability to produce models that are highly understandable and interpretable, 

allowing users to easily identify the most influential factors that drive the predicted results [12], [13]. This 

transparency and ease of interpretation are crucial, as they allow domain experts and non-technical 

stakeholders to better understand the logic underlying model predictions. Many applications, such as 

classification, regression, and business decision-making, highly value the accuracy, flexibility, and 

interpretability of decision tree methods [14]. In a recent study, researchers used the Decision Tree algorithm 

to predict customer preferences for a variety of product offers [15].  

By applying this technique to customer sales data, the researchers were able to uncover hidden 

patterns and relationships that enabled companies to better tailor their product portfolios, promotions, and 

supply management strategies to the growing needs and desires of the target market segment [16]. This, in 

turn, led to increased customer satisfaction, increased sales, and improved overall business performance. The 

aim of this study is to apply the decision tree method to determine how much public interest there is in 

Telkomsel services, even though the price of the data package is relatively high compared to other service 

providers. By analyzing variables such as price, network availability, and network quality, we expect the 

research to provide a clearer picture of users' preferences in choosing telecommunications services. We will 

conduct surveys involving samples from different communities to ensure the results are representative. This 

analysis not only shows the level of public interest in Telkomsel data packages but also helps determine the 

most potential market segments. Therefore, we expect this research to provide strategic recommendations 

that benefit Telkomsel by improving their services to meet customer needs and expectations, thereby 

increasing customer attractiveness and satisfaction.  

 

II.  METHODS  

Due to its ability to identify and visualize patterns in complex datasets, data mining uses the decision 

tree method to determine public interest in Telkomsel data packages. The decision tree will help in this 

research by breaking the data sets into several subsets based on important features such as name, card type, 

price, network availability, and network quality preferences. The tree structure will show how different 

segments of the community make decisions when choosing Telkomsel data packages. Therefore, researchers 

can identify which components are most influential in attracting public attention to this service. The first step 

is data selection.  

This procedure collects the data needed for the research. The procedure will first collect the data for 

use, but it cannot be used directly. We must select and validate the data before use. The first step in this 

process will be to preprocess the data for use in this research. We will use two sets of data: training data and 

test data. We use the exercise data to forecast public interest in Telkomsel's data package. We use the sample 

data, known as the test data, to make predictions. The model design phase, the second phase, involves 

constructing a predictive model to forecast the relevant data in the telecommunications data bundle. The 

prediction results, obtained from a prediction made using a model already designed using the decision tree 

method, represent the third phase of the process. The final phase will be the result evaluation, which will 

display the confusion matrix by showing the accuracy, precision, recall, specificity, and F1-score values. 

 

III.  RESULT AND DISCUSSION  

We present the research results systematically in accordance with the previously described research 

phases, using the decision tree method to predict customer interest in internet data packages. 

Table 1. Dataset 

Respondents Providers Price Network Availability Network Quality Category 

Respondent 1 Telkomsel Expensive Not Available Not Good Not Interest 

Respondent 2 Telkomsel Cheap Not Available Not Good Not Interest 

Respondent 3 Telkomsel Cheap Available Good Interest 

Respondent 4 Tri Expensive Not Available Not Good Not Interest 

Respondent 5 Smartfren Expensive Not Available Not Good Not Interest 

Respondent 6 Telkomsel Cheap Available Good Interest 

Respondent 7 Tri Cheap Available Good Not Interest 
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Respondent 8 Telkomsel Cheap Available Good Interest 

Respondent 9 Telkomsel Cheap Available Good Interest 

Respondent 10 IM3 Expensive Not Available Not Good Not Interest 

Table 1 contains sample data for predicting customer interest in internet data packages. The data set 

comprises 100 rows, each with 6 columns. We use a total of 19 data points for training, and 81 data points 

for testing. The Respondents column enumerates each respondent's identification, assigning each respondent 

a unique number. Providers is a column that lists the Internet service providers used by each respondent. The 

aforementioned service providers include Telkomsel, Tri, Smartfren, IM3, Axis, and XL. Price is a column 

that lists the price categories of data packages used by respondents, namely "expensive" or "cheap". The 

column "Network Availability" lists network availability in the respondent area, with a value of "Available" 

or "Not Available". A category is a target column or label that indicates a customer's interest in an Internet 

data package, with a value of "Interest" or "Not Interest". 

   
Fig 1. Design Model 

Figure 1 is a model design flow diagram of the decision tree method for predicting customer interest 

in internet request packages. This diagram describes steps in the process of making predictive models using 

the decision-tree method. File: This step is the process of retrieving data from the source file. We will use 

this data to build a predictive model. Data Table: The data table receives data from the first file. The 

subsequent process uses this table as a data structure. Tree: This step uses the decision tree algorithm to build 

a predictive model. We train this model using the data from the previous table. The decision tree model will 

learn from the data to determine the rules for predicting customer interests. Predictions: We then use the 

trained decision tree model to make predictions based on new data. This node takes data from the table and 

generates the corresponding prediction. Data Table (2): The model decision tree inserts the generated 

predictions into the new data table. This table contains the predictive data that the model generates. Save 

Data: The final step is to store the prediction data in a file. You can use this stored data for further analysis or 

to report results. File (1) is an additional data source that may contain new data or validation data. The 

prediction process also uses this data. Table Data (1) We insert the data from this additional file into another 

data table and use it alongside the data from the primary file. 

 
   

Fig 2. Confusion Matrix 

Based on a total of 81 test data points, Figure 2 displays a confusion matrix to evaluate the 

performance of a classification model predicting customer interest in internet data packages. Interest is 

defined as the number of customers who are actually interested in an Internet data package. Not Interested 

refers to the total number of clients who are not actually involved in an internet data packet. The confusion 

matrix shows true positive (TP) results: as many as 75 predicted customers are interested and are actually 
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interested. False Positive (FP): as much as 0 predicated clients are interested but are actually not interested. 

False Negative (FN): as many as 1 predicted customer is not interested but is actually interested. True 

negative (TN): As many as 5 customers are not interested and are actually not interested. Number of 

customers that are interested: 75 + 1 = 76 customers. Number of clients that are not interested: 0 + 5 = 5 

customers. 

 
  Fig 3. Evaluation Matrix 

Figure 3 shows the results of an evaluation of the Decision Tree model's performance in predicting 

customer interest in internet data packages. Accuracy (98.7%) measures the proportion of correct predictions 

(both positive and negative) to the total prediction. The result indicates that 98.7 percent of the model 

prediction corresponds to actual data. Precision100% measures the true positive prediction ratio of all 

positive predictions. According to actual data, a precision value of 100% indicates that the model actually 

attracts all interested customers. Recall: The proportion of actual positive cases correctly predicted by the 

model was measured at 98.7%. A recall value of 98.7% indicated that the model correctly identified 98.7% 

of the actual customers who were interested. Specificity: 100% measures the proportion of actual negative 

cases correctly predicted by the model.  

A 100% specificity value indicates that all customer predictions are not really based on actual data. 

The F1 Score of 99.3% is the harmonic mean of precision and recall, providing a balanced picture of both 

metrics. The F1-Score value of 99.3% demonstrates the excellent performance of the model, with a good 

balance between precision and recall.The decision tree has advantages in terms of readability and 

interpretation. The decision tree structure allows researchers and stakeholders to understand the logic behind 

the predictions made. In a business context, the urgent need for transparency and decision justification makes 

it essential. This method is capable of dealing with data complexity involving a variety of variables that 

affect customer interests. It is important to keep in mind that customer decisions to choose a data package 

depend not only on one factor but also on a combination of several variables, such as price, quality of 

service, promotion, and brand perception. The decision tree model, with an accuracy of 98.7%, demonstrates 

that nearly all predictions align with actual data. It shows that the model is very accurate in predicting 

customer interests. 

 

IV.  CONCLUSION  

With a 98.7% accuracy rate, the decision tree model is very accurate in predicting customer interest 

in Telkomsel data packages. A precision value of 100% indicates that all predictions about customers 

attracted by this model are actually true. There were no false positive predictions (false positives). The model 

successfully predicts almost all actual customers interested, as evidenced by recalls of 98.7%. There are only 

a few errors in the form of false negative predictions. A 100% specificity value shows that all non-interested 
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customer predictions are completely uninterested. No fake negative forecasts. (False Negatives). The F1 

score of 99.3% shows an excellent balance between precision and recall, confirming the model's effective 

and efficient performance in predicting customer interests.This study's decision tree model accurately 

predicts customer interests, indicating that the price factor does not entirely stifle public interest in 

Telkomsel services. The model decision tree has proven to be effective in analyzing data and predicting 

customer interest, providing accurate and reliable results. These results demonstrate the potential of the 

decision tree model in various business applications, particularly in the domains of consumer behavior 

prediction and market analysis. Further research may consider additional variables that may affect customer 

interests, such as quality of service, promotion, and customer service. You can get a better idea of how well 

the decision tree model works by comparing it to other classification methods, such as random forest, 

support vector machine (SVM), or neural networks. 
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