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Abstract. 

 

Concerns about global warming and the need for sustainable transport solutions have led to the 

emergence of electric vehicles as an alternative to conventional vehicles. These vehicles offer cleaner and 

more efficient transportation, especially in urban areas. However, high costs in some countries, such as 

Indonesia, hinder their adoption. Electric motorcycle companies use previously recorded data to predict 

customer interest in purchasing their products. Based on these forecasts, business owners make decisions 

about the quantity of goods to supply. Researchers are increasingly using machine learning algorithms to 

study consumer behavior and predict demand for a variety of products, including electric motorcycles. 

The researchers have used this data-based method to analyze large amounts of consumer data, including 

online survey responses and reviews, as well as other sources. The study aims to perform a comparative 

analysis of the performance of the Naïve Bayes and K-Nearest Neighbors algorithms to predict public 

interest in electric motorcycles in Labuhanbatu district. We will perform a comparative analysis based 

on the performance evaluation matrix (accuracy, precision, recall, and f1 score) to determine the most 

suitable algorithm. The phases of the research methods included: data collection, exploratory data 

analysis, data preprocessing, splitting data, implementation of naïve bayes and k-nearest neighbors, and 

evaluation. The results showed that Naïve Bayes achieved an accuracy of 31.13%, precision of 83.33%, 

recall of 4.63%, and f1-score of 8.77%. In contrast, K-Nearest Neighbors attains an accuracy of 71.52% 

and a precision of 71.52%, recall 100%, and f1 score of 83,40%. According to the research results, K-

nearest neighbors showed much better results in terms of accuracy, recall, and F1 scores. These results 

demonstrate that K-nearest neighbor is more effective in detecting public interest in electric motorcycles, 

and it strikes a better balance between identifying all positive cases and avoiding predictive errors. 
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I. INTRODUCTION 

With growing global concerns about environmental pollution and an urgent need for sustainable 

transport solutions, electric motorcycles have emerged as a promising alternative as a replacement for 

conventional petrol-powered vehicles [1]. Electric motors offer a much cleaner and more energy-efficient 

means of transportation, especially in densely populated urban areas, where emissions and traffic congestion 

are major problems [2]. However, the adoption of electric motorcycles is relatively low in some regions, 

such as Indonesia, due to a lack of supportive charging infrastructure, high initial purchase prices compared 

to conventional motors, and consumer perceptions of the performance and reliability of electrical motorcycle 

technology [3], [4]. Despite these challenges, the potential benefits of electric motorships, like reduced 

emissions, lower operating costs, and better energy efficiency, have prompted governments and 

policymakers to implement initiatives to promote their wider adoption [5]. Strategies to overcome obstacles 

to the adoption of electric motorcycles, such as investing in charging infrastructure, providing financial 

incentives, and raising consumer awareness, have been the focus of ongoing research and policy discussions 

[6], [7].Owners of electric motorcycle companies are trying to determine the interest of future consumers in 

buying their goods on the basis of previously recorded data [8]. These predictions greatly influence the 

decision of the company's owners to determine how much goods the company must provide in order to avoid 

the production of defective products or goods in large quantities, and it turns out that the sale of such goods 

only sells a few goods [9], [10].  

Effective long-term and short-term planning depends on predicting demand for company products 

[11]. By incorporating these predictions into the production planning process, companies can effectively plan 

their production and achieve optimal results, thereby reducing the risk of planning errors [12], [13]. 

Companies need to develop marketing strategies to generate ready-to-use information that helps the 

marketing team make strategic decisions [14].The application of machine learning algorithms has become 
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increasingly common in the study of consumer behavior and demand predictions for a variety of products, 

including electric motorcycles [15], [16], [17]. Researchers have used this data-based technique to analyze a 

large number of customer data, including response surveys, online reviews, and other sources, to gain a 

deeper insight into customer preferences, purchasing intentions, and the factors that influence the adoption of 

new technologies such as electric bikes [18], [19]. By applying advanced machine learning methods, 

researchers have been able to develop more sophisticated and accurate predictive models that can better 

predict market trends and guide strategic decision-making for companies that want to introduce or expand 

their electric bike offerings [20], [21]. This has proven invaluable for electric motorbike manufacturers, as 

they are trying to navigate complex market landscapes and develop marketing strategies that effectively 

drive increased consumer adoption of their products [22]. Several studies have shown the potential of 

machine learning algorithms for analyzing consumer attitudes and predicting demand for electric vehicles.  

Researchers [23] used a machine learning model to predict whether people would "buy" or "don't 

buy" electric vehicles. Machine learning models show that age, gender, income, level of environmental 

concerns, vehicle costs, running costs, vehicle performance, driver range, and mass behavior are significant 

factors that influence consumer decisions to buy electric vehicles in India. The hybrid model (Hybrid LSTM 

with Two-Dimensional Attention and Residual Network) was better than other models using similar 

evaluation units at predicting the number of electric vehicles, with an acceptable 3.5% error rate on average 

[24]. The results of the study, conducted by [25], showed the use of two different algorithms: Naïve Bayes 

and Support Vector Machine. The support vector machine achieves the highest accuracy of 90%, whereas the 

naive bayes algorithm only achieves an accuracy of 88%. Thus, the support vector machine prevails in this 

study. Researchers [26] have used Naïve Bayes and K-Nearest Neighbors (KNN) methods to analyze 

customer opinions and knowledge about electric vehicles in India. The results of this analysis have provided 

valuable insights into the factors that influence consumer adoption of electric motorcycles, such as 

environmental awareness, perceived performance, and cost efficiency.The aim of this study is to provide a 

comparative analysis of the performance of Naïve Bayes and K-Nearest Neighbors algorithms in predicting 

public interest in electric motorcycles, especially in the Indonesian market in Labuhanbatu district. By 

analyzing consumer survey data conducted online, the study seeks to guide strategic decision-making and 

marketing for electric motorcycle manufacturers who want to drive increased adoption of their products in 

the Indonesian market, especially in Labuhanbatu district. We will determine the best algorithm by 

comparing the performance of the two applied algorithms using the performance evaluation matrix, which 

includes accuracy, precision, recall, and f1-score. 

 

II.  METHODS  

The research methodology used in this study involved a comparative analysis of the machine 

learning algorithms Naïve Bayes and K-Nearest Neighbors (KNN) in identifying and understanding the 

public interest in electric motorcycles in Labuhanbatu district. All stages of this study use the Python 

programming language implemented in the Google Colab text editor. This study's research methods include 

the steps shown in Figure 1. 

 
Fig 1. Research Stage 

The first phase is the collection of datasets. The data sets used in this research are obtained from the 

results of the completion of questionnaires by the community of Labuhanbatu district regarding public 

interest in buying electric motorcycles. We collected the research data by disseminating the questionnaire via 

Google Forms. We obtained the research data by conducting a comprehensive survey among sample 

representatives of the population in Labuhanbatu district, Indonesia. Survey questions explore factors such as 
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age, gender, marital status, type of job, income, motorcycle ownership, and interest in buying electric 

motorcycles.Exploratory Data Analysis (EDA) is the second important stage in this research method, with 

the aim of exploring patterns in the data. At this stage, the EDA process is divided into three structured parts: 

data identification, univariate analysis, and bivariate and multivariate analysis. The third stage is data 

preprocessing. This process is considered a critical step in the process of discovering knowledge, ensuring 

that decisions are based on high-quality data. This step minimizes data errors and overcomes systematic bias 

before analysis takes place. At the stage of data preprocessing: handling missing values, feature encoding, 

and data normalization. The fourth phase is the separation of the datasets into data sets for training and data 

sets for testing. This study applies training data division of 70% and test data division of as much as 30%. 

We will use Naïve Bayes and K-Nearest Neighbors (KNN) algorithms in the fifth phase to analyze survey 

data and predict public interest in electric motorcycles. The confusion matrix will measure each of these 

algorithms, evaluating the predictive model's performance by comparing the number of true and wrong 

predictions to the actual value. Then compare the performance by looking at the level of accuracy, precision, 

recall, and f1-score. 

 

III.  RESULT AND DISCUSSION  

We will present the systematic results of applying research methods from the comparative analysis 

of Naïve Bayes and K-Nearest Neighbors algorithms to determine public interest in electric motorcycles, 

following the previously described phases of the research. 

Table 1. Sample dataset 

No Age Gender Married Job Income Motorcycle Interest 

1 19 Male Single Self-employed <=5M Yes Interested 

2 29 Male Single Private-employee <=5M Yes Interested 

3 18 Female Single Private-employee <=5M Yes Interested 

4 20 Male Single Private-employee <=5M Yes Interested 

5 23 Male Single Private-employee <=5M Yes Interested 

Table 1 shows a portion of the research data set obtained from the answers of respondents in the 

community in Labupatan Labuhanbatu through the distribution of questionnaires online through Google 

Form. The data set's total purity is 501 lines (respondents) and 7 columns. The age column represents the 

respondents' ages, ranging from 17 to 57 years old. The gender column consists of men and women. The 

married column displays the marital status of single, married, and divorced individuals. The job column is a 

job category that consists of students, private employees, public servants, and private employees. The 

income column is monthly income that consists of three categories: 0–5 million, 5–10 million, and above 10 

million. A motorcycle column is the ownership of a motorcycle, whether it exists or not. The column of 

interest represents the public's interest in purchasing an electric motorcycle, regardless of their level of 

interest. The next step will display the results of the exploratory data analysis. 

 
  Fig 2. Data Identification 
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Figure 2 shows the result of executing the df.info() command on a Python-defined DataFrame. This 

is a DataFrame from the Pandas library, which contains data from questionnaires about public interest in 

electric motorcycles. There are 501 lines, indexed from 0 to 500. There are 7 columns with different types of 

data. The data set consists of categories and numerical variables. There are six categories of object data 

variables consisting of columns: gender, married, job, income, motorcycle, and interest. 

 
  Fig 3. Distribution of Interest 

Figure 3 shows a pie chart showing the distribution of public interest in electric motorcycles. This 

image is the result of univariate analysis, which aims to analyze the distribution of one variable, namely 

interest in the data set. This analysis helps to understand how many respondents have shown interest or 

indifference in electric motorcycles. The red portion indicates a significant portion, accounting for 71.9% of 

the 360 respondents who expressed interest in electric motorcycles. 

 
  Fig 4. Interest status by Job 

Figure 4 shows a grouped bar chart showing the relationship between jobs and interests in electric 

motorcycles. (interest). Axis X (horizontal) represents the job categories consisting of: private employees, 

public servants, self-employed, and students. Axis Y (vertical) represents the number of respondents 

(quantity) in each category. In the private-employee group, there were 108 interested respondents and 38 

uninterested respondents. In the public-servants group, 49 and 9 were not interested. Of the self-employed 

group, 89 were interested, and 36 were not. 

 
  Fig 5. Interest status by Income 
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Figure 5 illustrates the relationship between income and people's interest in electric motorbikes. This 

graph shows the amount of interest and disinterest in electric motorbikes by income category. Income 

(Revenue): combines into three categories: <=5M is income less than or equal to 5 million, 5-10M is income 

more than 5 million to 10 million. >10 million is an income of more than 10 million. From the graph it can 

be seen that the majority of people with an income of less than or equal to 5 million are more interested (301 

people) than those who are not interested (126 people). More people with incomes between 5 million and 10 

million are also interested (49 people) than those who are not interested (14 people). People with an income 

of more than 10 million show very low interest (10 people are interested) and only 1 person is not interested. 

 
  Fig 6. Interest status by Motorcycle 

Figure 6 illustrates the relationship between ownership of conventional motorbikes (Motorcycle) and 

people's interest in electric motorbikes. This graph compares the number of interests and disinterests in 

electric motorbikes based on conventional motorbike ownership. The category of conventional motorbike 

ownership is grouped into two categories, namely, Yes: Owns a conventional motorbike, and No: Does not 

own a conventional motorbike. From the graph it can be seen that people who do not own a conventional 

motorbike show higher interest (23 people) than those who are not interested (12 people). Meanwhile, people 

who own conventional motorbikes show much higher interest (337 people) than those who are not interested 

(129 people). Next, the results of the preprocessing data are displayed. 

 
  Fig 7. Percentage of missing values 

Figure 7 displays the results of checking missing values on the dataset used to analyze public interest 

in electric motorbikes. This image is part of the preprocessing data. Total of missing is the number of 

missing values for each feature in the dataset. Percentage of missing is the percentage of missing values for 

each feature in the dataset. These results show that all features in this dataset have no missing values, which 

is indicated by the total missing values and the percentage of missing values which are both 0 for each 

feature. 

 
  Fig 8. The results of Feature Encoding 
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Figure 8 is the result of feature encoding at the data preprocessing stage of the public interest dataset 

for electric motorbikes. This encoding feature includes One-Hot Encoding for category features such as 

gender, married, job, income, and motorcycle, as well as Label Encoding for interest features. From these 

results, there are additional feature columns from the original 7 columns, increasing to 16 columns. The 

is_No feature is an indicator for "No" motorbike ownership (0 if no, 1 if yes), while is_Yes is an indicator for 

"Yes" motorbike ownership (0 if no, 1 if yes). Feature is_<=5M is Indicator for revenue "≤5M" (0 if no, 1 if 

yes), is_>5-10M: Indicator for revenue ">5-10M" (0 if no, 1 if yes), and is_ >10M is an indicator for revenue 

">10M" (0 if no, 1 if yes), and. The feature is_Private-employee is an indicator for the job "Private-

employee" (0 if no, 1 if yes), is_Public-servants is an indicator for the job "Public-servants" (0 if no, 1 if 

yes), is_Self-employed is an indicator for the job "Self-employed" (0 if no, 1 if yes), and is_Student is the 

indicator for the job "Student" (0 if no, 1 if yes). The feature is_Divorced is an indicator for marital status 

"Divorced" (0 if no, 1 if yes), is_Married is an indicator for marital status "Married" (0 if no, 1 if yes), and 

is_Single is an indicator for marital status "Single" ( 0 if no, 1 if yes). The is_Female feature is an indicator 

for the gender "Female" (0 if no, 1 if yes), and is_Male: An indicator for the gender "Male" (0 if no, 1 if yes). 

Age feature: respondent's age in original numeric form. Meanwhile, the interest feature is interest in electric 

motorbikes which has been encoded using Label Encoding (1 indicates interested, and 0 indicates not 

interested). 

 
  Fig 9. The results of Data Normalization 

Figure 9 shows the results of the data normalization process using the Min-Max Normalization 

method at the data preprocessing stage of the dataset. This process is applied to the age column, so that the 

value in the age column changes to a value in the range 0 to  

1.  

  Fig 10. Spliting into training and test data 

Figure 10 shows the process of splitting data (split data) into training data and test data using the 

train_test_split function from the scikit-learn library in Python. The argument test_size=0.3 indicates that 

30% of the dataset will be used as test data and 70% as training data. The splitting results show that the 

training data (x_train and y_train) has a size of (350, 15), which means there are 350 training samples with 

15 features per sample. The test data (x_test and y_test) have a size of (151, 15), which means there are 151 

test samples with 15 features per sample. After sharing this data, the training data will be used to train the 

model using the Naïve Bayes and K-Nearest Neighbors (KNN) algorithms. Test data will be used to test the 

performance of the trained model. 
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Fig 11. Confusion Matrix of Naïve Bayes 

Figure 11 shows the confusion matrix results from testing the Naïve Bayes model on a dataset of 

public interest in electric motorbikes. In the image, the values displayed are TN (True Negatives): 42, FP 

(False Positives): 1, FN (False Negatives): 103, and TP (True Positives): 5. True Negatives (TN = 42) shows 

that the model correctly predicted 42 samples as negative (class 0). False Positives (FP = 1) indicates that the 

model incorrectly predicted 1 sample as positive (class 1) when it was actually negative (class 0). False 

Negatives (FN = 103) indicates that the model incorrectly predicted 103 samples as negative (class 0) when 

they were actually positive (class 1). True Positives (TP = 5) indicates that the model correctly predicted 5 

samples as positive (class 1). 

                
Fig 12. Confusion Matrix of KNN 

 Figure 12 shows the confusion matrix results from testing a dataset of public interest in electric 

motorbikes using the K-Nearest Neighbors (KNN) algorithm. TN with a result of 0, indicates that there are 

no negative cases predicted as negative. FP with a result of 43, shows that there were 43 negative cases that 

were predicted to be positive. FN with a result of 0, indicates that there are no positive cases predicted as 

negative. TP with a result of 108, shows that there are 108 positive cases that are predicted to be positive. 
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  Fig 13. Comparison based on Evaluation Matrix 

Figure 13 shows a comparison of the evaluation matrix results of two machine learning algorithms, 

namely Naïve Bayes and K-Nearest Neighbors, which were applied to a dataset of public interest in electric 

motorbikes. The evaluation matrix includes four main metrics: Accuracy, Precision, Recall, and F1-score. 

From this image, the accuracy results from Naïve Bayes were 31.13%, and K-Nearest Neighbors: 71.52%. 

The precision of Naïve Bayes is 83.33%, and K-Nearest Neighbors is 71.52%. Recall from Naïve Bayes 

4.63%, and K-Nearest Neighbors 100%. F1-score from Naïve Bayes 8.77%, and K-Nearest Neighbors 

83.40%.From the distribution of public interest in electric motorbikes based on the results of exploratory data 

analysis, this research shows that there is significant interest in electric motorbikes among respondents, 

which could be a positive indication for electric motorbike manufacturers in designing their marketing 

strategies. Overall, more respondents from various job categories showed interest in electric motorbikes than 

those who were not interested. Students show the highest interest in electric motorbikes followed by Private-

employees, Self-employed, and Public-servants. These results can help identify market segmentations that 

have a high interest in electric motorbikes based on occupation, which can be valuable information for 

marketing strategies. Respondents with lower incomes (<=5M) showed much higher interest in electric 

motorbikes compared to other income categories.  

People with high incomes (>10M) show the least interest. These results provide a clear picture that 

there is a relationship between income level and interest in electric motorbikes, where people with lower 

incomes tend to be more interested. The majority of respondents who own conventional motorbikes are more 

interested in electric motorbikes than those who are not interested. Although the number is smaller, 

respondents who do not own a conventional motorbike also show higher interest in electric motorbikes 

compared to those who are not interested. These results illustrate that ownership of a conventional motorbike 

influences interest in electric motorbikes, where people who own conventional motorbikes tend to be more 

interested in switching to electric motorbikes.Based on the data preprocessing results, the absence of missing 

values indicates that this dataset has good data quality in terms of completeness. No additional steps are 

required to handle missing values, such as imputation or data deletion. A complete dataset with no missing 

values makes further analysis easier, because all the necessary data is available and intact. These results 

provide important information that the stage of handling missing values in data preprocessing has been 

completed, and the results show that there are no missing values in the dataset used. Feature encoding has 

succeeded in converting category data into a numerical form that can be used by machine learning 

algorithms.  

One-Hot Encoding is used to avoid order or priority assumptions in category data, while Label 

Encoding is used for label targets that only have two categories (Interested/Not interested). As a result of 

data normalization, it can be seen that the age column has changed to a value in the range 0 to 1, while the 

other columns are binary columns resulting from the encoding process. The interest column remains with a 

value of 1 because it does not undergo a normalization process. This data sharing process is important in 
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machine learning to ensure that the model being built can generalize well on new data that was not seen 

during training.From the results of the confusion matrix, the Naïve Bayes model used has poor performance 

in detecting positive classes (1). This model tends to be wrong in predicting the positive class more often, 

which can be seen from the high number of False Negatives (FN). Further evaluation is needed to improve 

model performance, perhaps by optimizing parameters or using different classification algorithms. 

Meanwhile, the KNN model used in this test has a good level of accuracy and precision. This model has a 

very high recall (100%), which means all positive cases were successfully detected. There was a significant 

number of false positives (43), meaning there were many negative cases that were incorrectly predicted as 

positive. This model may be suitable if more concerned with positive detection, but needs to be refined to 

reduce false positives if this type of error has a large negative impact. 

 

IV.  CONCLUSION  

Based on the results of the research that has been carried out, it can be concluded that K-Nearest 

Neighbors has much higher accuracy (71.52%) than Naïve Bayes (31.13%), indicating that K-Nearest 

Neighbors is better at classifying data correctly overall. Naïve Bayes had higher precision (83.33%) than K-

Nearest Neighbors (71.52%), indicating that when Naïve Bayes makes positive predictions, more of those 

predictions are correct. K-Nearest Neighbors has perfect recall (100%), which means K-Nearest Neighbors is 

able to detect all positive cases without missing anything. In contrast, Naïve Bayes had a very low recall 

(4.63%), indicating that many positive cases were not detected. 

 K-Nearest Neighbors had a much higher F1-score (83.40%), indicating a better balance between 

precision and recall than Naive Bayes (8.77%). K-Nearest Neighbors shows much better performance in 

terms of accuracy, recall and F1-score. This shows that K-Nearest Neighbors is more reliable in detecting 

people's interest in electric motorbikes and provides a better balance between detecting all positive cases and 

avoiding prediction errors. Naïve Bayes has higher precision, but performs very poorly in terms of recall and 

F1-score. This suggests that although the positive prediction is more accurate, many positive cases are not 

detected, which greatly reduces its reliability in this context. Overall, K-Nearest Neighbors is more 

recommended for use on this dataset compared to Naïve Bayes, especially if it is important to detect all 

positive cases. 
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