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Abstract. 

 

Heart failure is one of the cardiovascular diseases with a high mortality rate 

worldwide. Early detection and accurate prediction of heart failure risk are critical 

to improving patients' quality of life and reducing mortality. With the advancement 

of technology and increasingly available medical data, the use of machine learning 

algorithms for disease prediction has become a significant area of research. The 

purpose of this study is to compare the performance of the K-Nearest Neighbors and 

Random Forest algorithms in predicting heart failure. This study follows a 

systematic methodology starting with the collection of relevant medical data, 

followed by data preprocessing to ensure good data quality. The next stage is 

exploratory data analysis to understand the characteristics of the data. Next, we 

divide the data into training and testing sets, where we train and test the K-Nearest 

Neighbors and Random Forest models. We perform parameter optimization for each 

model to achieve optimal performance. Finally, we evaluate the model performance 

using accuracy metrics. The results show that Random Forest outperforms K-

Nearest Neighbors in terms of prediction accuracy. The training accuracy for 

Random Forest reaches 98.80%, while for K-Nearest Neighbors it is 93.60%. In 

testing, Random Forest showed an accuracy of 96.50% compared to K-Nearest 

Neighbors, which reached 86.00%. The smaller decrease in accuracy in Random 

Forest indicates better generalization ability compared to K-Nearest Neighbors. The 

study's results indicate that the Random Forest algorithm outperforms K-Nearest 

Neighbors in heart failure risk prediction. Random Forest not only has higher 

accuracy but also shows better stability between training and testing data. The 

results of this study can be a reference for medical practitioners and researchers 

when choosing the right algorithm for predicting heart failure. 
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1. INTRODUCTION 

The heart is an important organ that pumps and circulates blood throughout the 

body so that all organs and tissues work properly. However, there are several disorders 

that can cause the heart to not function normally, such as heart failure [1]. According to 

data collected by the World Health Organization (WHO) and the Career Development 

Center (CDC), heart failure has been diagnosed in 26.6 million people in several 

developing countries, making it one of the most common causes of death worldwide in 

2020. In Indonesia, there are 82 million people with heart failure, an increase of almost 

24 percent compared to 2005 [2]. One of the challenges frequently encountered by 

patients and laypeople is their inability to accurately identify the causes and 
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components of heart failure, which hinders their ability to prevent the disease and 

accurately determine its cause. Because of this problem, it is necessary to predict the 

cause of heart failure in order to minimize the risk of developing it and to prevent it 

from occurring. 

The advancement of technology in the health sector today can make medical 

personnel's tasks easier, such as providing services to the community and diagnosing 

diseases in patients [3]. Current technology enables the diagnosis of various diseases, 

including heart failure, a condition where the heart fails to pump blood properly [4]. 

Health technology advancements will undoubtedly transform the diagnosis of diseases 

and the classification of heart failure causes. This progress enables faster diagnosis 

through machine learning [5]. Artificial intelligence, known as machine learning, 

enables computers to learn from created data instead of relying on direct commands 

[6]. The Random Forest algorithm is derived from the decision tree approach of the 

Classification and Regression Trees (CART) method [7]. The K-Nearest Neighbors 

(KNN) algorithm is a classification method that assigns categories based on the 

majority of categories, as well as similarities between data sets and two vectors [8]. 

This study drew upon several previous studies on heart failure disease as 

references. Firstly, the study employs the Gaussian Naive Bayes algorithm to analyze 

data from heart failure patients, and it explores its application in categorizing heart 

failure disease in 100 patients [9]. Second, the study explores the relationship between 

physical ability and disease duration and the quality of life of congestive heart failure 

patients [10]. Thirdly, the research delves into the analysis of the KNN method's 

performance and cross-validation on heart disease data. This study discusses the 

measurement of the performance of the KNN method and crossvalidation on heart 

disease (accuracy, precision, recall, and f-measure) [11].  

According to the presented references, it's crucial to initiate early treatment and 

categorize the causes of heart failure to prevent heart failure. Based on the background 

information, this study focuses on comparing the effectiveness of the KNN and 

Random Forest algorithms in predicting heart failure. This study uses the help of 

artificial intelligence and machine learning to classify the factors that cause heart 

failure with the KNN and Random Forest algorithms.  

 

II. METHODS  

We created a work procedure to ensure the smooth operation and timely 

completion of this research. Figure 1 displays the work procedure for this research. 

 

 
Fig. 1. Research methodology 
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Researchers collect data. In this study, they used a dataset of heart failure 

patients, consisting of 299 rows and 13 columns [12]. Data preprocessing involves 

transforming raw data into a more efficient format, with the goal of improving the 

created model and achieving accurate results [13]. Exploratory Data Analysis (EDA) is 

a data exploration process that aims to understand the data's contents and components. 

In this study, we performed EDA on the dataset to examine its contents, correlations, 

and distributions. The process of train and test involves processing the dataset with the 

KNN and Random Forest algorithms for data training, with the goal of assessing the 

accuracy of the generated model [14]. Model optimization involves enhancing the 

precision of a trained model using the KNN and Random Forest algorithms to achieve 

a more optimal model [15]. Model evaluation is the process of identifying a model that 

aims to optimize the trained and tested model to obtain a good accuracy value and to 

find the best model that represents our data [16]. 

 

III. RESULT AND DISCUSSION  

In this study, the dataset consists of the following features: 'age', 'anaemia', 

'creatinine_phosphokinase', 'diabetes', 'ejection_fraction', 'high_blood_pressure', 

'platelets', 'serum_Creatinine', 'serum_Sodium', ‘sex’, 'smoking', 'time', and 

'death_event'. Figure 2 displays the heart failure patient dataset used in this study. 

 

 
Fig. 2. Heart Failure Patient Dataset 

 

Figure 2 shows a portion of the heart failure patient dataset used in this study. 

The dataset comprises several features relevant to the patient's heart failure medical 

condition. Each row represents one patient, with the following variables: The patient's 

age is measured in years. Anaemia is an indicator of whether the patient is anemic (0 = 

no, 1 = yes). Creatinine phosphokinase (mcg/L) is the level of the enzyme creatinine 

phosphokinase in the blood. Diabetes is an indicator of whether the patient has diabetes 

(0 = no, 1 = yes). Ejection fraction is the percentage of blood pumped out of the left 

ventricle with each heartbeat (%). High blood pressure is an indicator of whether the 

patient has high blood pressure (0 = no, 1 = yes). Platelets (kiloplatelets/mL) is the 

number of platelets in the blood. Serum_creatinine is the blood creatinine level 
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(mg/dL). The level of sodium in the blood (mEq/L) is denoted by serum_sodium. Sex 

is the patient’s gender (1 = male, 0 = female). Smoking is an indicator of whether the 

patient smokes (0 = no, 1 = yes). Time measures the number of days from the patient's 

enrollment until the study's final outcome (death or end). Death_event is an indicator 

of whether the patient died during the study period (0 = no, 1 = yes). Next, we change 

the names of the features in the dataset to Indonesian. 

 

  
Fig. 3. Deduplication of Data 

 

Figure 3 shows the process of removing duplicate data using the Python 

programming language on Google Colab. The process of removing duplicate data 

using the syntax “df=df.drop_duplicates()” aims to clean up the same data so that it 

does not affect the model during training and testing. 

   

 
Fig. 4. View the number of classes 

 

Figure 4 illustrates the program code, which in turn displays the number of 

classes. The process of viewing this class aims to see the number of 'death' classes that 

have a value of 0 and 1, where 0 is the number of patients who died while 1 is the 

number of patients who did not die. In this study, the number of deaths was 203, while 

those who did not die were 96. 
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Fig. 5. Sampling Data 

 

Figure 5 shows the data sampling process. In this study, we carried out data 

sampling on the 'death' class, using a sampling amount of 500 data points as a 

replacement statistical strategy to find patterns and trends in a larger data set. 

 

 
Fig. 6. Dataset Distribution 

 

Figure 6 illustrates the distribution of data in the dataset using a histogram, 

which aims to simplify the interpretation of data on heart failure patients. The data is 

presented in the form of diagrams representing age, enzymes, ef(%), platelets, and 
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time. The histogram shows that there are 125 patients aged 40 years, 175 patients aged 

60 years, and 49 patients aged 80 years. 

 

 
Fig. 7. Fitur Correlation 

 

Figure 7 shows the correlation between the features in the dataset. Creating a 

correlation table aims to show the relationship between variables that are interrelated, 

with the provision that the closer to the number 1, the more related the variables are. 

As shown in Figure 13, the variables that are interrelated or related are the smoker 

variable and the gender variable. 

 

 
Fig. 8. Spliting Dataset 

 

Figure 8 shows the process of separating the dataset into a training dataset and a 

testing dataset. To perform the train and test, we separate variables X and Y into two 

parts: variable X includes age, anemia, enzymes, diabetes, EF (%), high blood 

pressure, platelets, serum creatinine, serum sodium, gender, and smokers, while 

variable Y includes death and time. We use the Python scikit-learn library to create the 

train and test dataset. The results of the 80:20 division of the train and test with random 

state 101 are presented. 
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Fig. 9. Comparison of Accuracy Results of KNN vs Random Forest 

 

Figure 9 displays a contrast in the precision of two algorithms, K-Nearest 

Neighbors (KNN) and Random Forest, when they were trained and tested to predict 

heart failure disease. KNN shows quite high accuracy results during the training phase, 

which is 93.60%. This shows that KNN is able to recognize patterns well in the 

training data. Random Forest has a higher training accuracy compared to KNN, which 

is 98.80%. This shows that Random Forest is more effective in capturing the 

complexity of the training data. KNN experienced a decrease in accuracy from training 

to testing by 7.6% (93.60% to 86.00%). This could suggest a slight overfitting or 

difficulty in generalizing to previously unseen data in KNN. Random Forest 

experienced a decrease in accuracy from training to testing by 2.3% (98.80% to 

96.50%). Random Forest showed more stable and consistent performance on both 

training and testing data, indicating better generalization capabilities. Random Forest is 

superior with 98.80% accuracy compared to KNN, which is only 93.60% in the 

training process. This indicates that Random Forest is more effective in capturing 

patterns from training data. Random Forest remains superior with 96.50% accuracy 

compared to KNN with 86.00% in the testing process. This shows that Random Forest 

is better at training and testing. Although KNN has excellent accuracy, this algorithm 

experiences a significant decrease in accuracy from training to testing, which could 

indicate problems with generalization. The Random Forest algorithm shows superior 

performance in both training and testing, with a minimal decrease in accuracy, 

indicating better generalization ability to previously unseen data. 

 

IV. CONCLUSION  

With the advancement of technology in the health sector, it is anticipated that 

machine learning based on classification algorithms will assist patients in 

understanding the factors that cause heart failure, enabling early prediction of heart 

failure parameters. The processes carried out include renaming columns, deleting 

duplicate data, viewing the number of classes 0 and 1, and data sampling. We carry out 
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exploratory data analysis by examining the data distribution, creating correlation 

tables, gender distributions, and box plot diagrams. The analysis reveals that there are 

125 patients aged 40 years, 175 patients aged 60 years, and 49 patients aged 80 years. 

There is a relationship between the smoker variable and the gender variable. We have 

created a machine learning model that can identify the factors causing heart failure in 

patients. Based on the analysis of the two K-Nearest Neighbors (KNN) algorithms and 

the Random Forest algorithm, the Random Forest algorithm had the best accuracy 

results at 96.5%. 

Future research and development of technology in the health sector should 

continue to facilitate medical personnel in providing services and diagnosing diseases, 

including heart failure. The issue of public and patient ignorance about the causes and 

factors causing heart failure should be addressed through classification and education. 

We concentrate on the early management of heart failure by assessing and contrasting 

the effectiveness of K-Nearest Neighbors (KNN) and Random Forest algorithms in 

addressing these issues. 
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