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I. Introduction 
 

 School is a place where students acquire knowledge under the supervision of 

teachers. Currently, educational institutions are constantly striving to improve the quality 

of education, especially for junior high school students. In order to achieve this 

improvement in the quality of education, schools play a crucial role in motivating and 

developing the potential of students. One of the supporting activities for student 

development is the selection of outstanding students. Academic excellence among 

students is usually assessed based on their adherence to school rules, good attendance, 

consistently completing assignments, and achieving above-average grades. Most countries 

have a formal education system that is generally mandatory. In this system, students 
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progress through a series of teaching and learning activities in schools. The names for 

these schools vary by country, but generally include primary schools for children and 

continued to secondary schools for adolescents who have completed primary education. 

The word school comes from Latin: skhole, scola, scolae or skhola which means: 

leisure time or leisure time, where at which time school is a leisure activity for children in 

the midst of their main activities, namely playing and spending time enjoying childhood 

and adolescence. Activities in their spare time are learning how to count, how to read 

letters and get to know about morals (ethics) and aesthetics (art). To accompany in scola 

activities, children are accompanied by experts and understand about children's 

psychology, so as to provide the greatest opportunity for children to create their own 

world through the various lessons above. 

Currently, the word school changes its meaning to: is a building or institution for 

learning and teaching as well as a place to receive and teach lessons. The school is led by 

a principal. The principal is assisted by the deputy principal. The number of vice 

principals in each school is different, depending on the needs 

At present, educational institutions are constantly working towards improving the 

quality of education, especially for junior high school students. In order to achieve this 

improvement, schools have an important role in motivating and developing the potential 

of students. One of the supporting activities for student development is the selection of 

outstanding students. Academic excellence is typically determined based on students' 

adherence to school rules, good attendance, consistent completion of assignments, and, 

importantly, their midterm and final exam grades to meet the average student grade. 

Currently, the curriculum being used is the 2013 Curriculum, and the criteria used to 

determine outstanding students include knowledge, skills, attitudes, extracurricular 

activities, and attendance. 

Researchers have identified issues with student data management. In the data input 

process, teachers still manually input student grades by writing them on sheets of paper 

containing the subjects taught. In the current digital era, it is highly inefficient to record 

student grades on paper, only to later enter them again into an electronic report (e-Rapor). 

The calculation of student scores is also done manually, which is not a wise use of paper. 

Using the presumption of independent variables, Naive Bayes is a classification 

approach that relies only on probability. The relevance of Naïve Bayes to the author's 

research is that it is used to assist researchers in classifying academic data for outstanding 

students at Yapendak Ajamu Private Junior High School. 

The role of the Naïve Bayes method is to analyze and predict student grade data by 

classifying the different classes of student grades to identify and observe outstanding 

students. The data used in this analysis includes student grades, attitudes and ethics, 

participation in school organizations, and attendance. 

Knowledge Discovery in Databases (KDD) is a multi-step procedure that begins 

with data cleansing and ends with knowledge display. Data mining is one of these steps. 

 

II. Research Method 
  

Because each characteristic is treated as if it were separate in the Naive Bayes 

method, it is easy to implement. The Naive Bayes algorithm may be thought of as a subset 

of classification methods. The Naive Bayes method is based on the Bayesian Theorem, 

which states that it is possible to estimate future probabilities using information about the 

past. The Naive method, which considers attributes to have no interdependence, is paired 
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with this idea. The Naïve Bayes algorithm assumes that specific characteristics of a class 

are not related to other classes and has a very low error rate and simple probability 

calculation compared to other classification methods. 

Knowledge Discovery in Databases (KDD) is defined as the extraction of potential 

information. The process of Knowledge Discovery in databases involves extracting 

patterns or trends from data and accurately transforming them into easily understandable 

information. 

The sequence of work steps in the research is as follows: 

 

 
 

III. Result and Discussion 

 
Data mining is a step in performing Knowledge Discovery in Databases (KDD). 

Knowledge discovery is a process that consists of data cleaning, data integration, data 

selection, data transformation, data mining, pattern evaluation, and knowledge 

presentation. 

In Data Mining, there are three parts: Association, Classification, and Clustering. 

Association is a process used to discover relationships present in the attribute values of a 

dataset. Classification is a technique used to predict the class or properties of each data 

instance. Clustering involves grouping data without relying on specific data classes, but 

instead grouping objects according to relevant topics. Prediction shares a similar definition 

with classification; however, in classification, data is based on the behavior or values 

expected in the future, which are observed from patterns/values in the past. One of the 

main methods of data mining is Supervised Learning, where the algorithm learns based on 

the values of the target indicator linked to predictor indicators. 

One of the analysis methods found in data mining is Classification. Classification 

itself is defined as a process used to discover models or functions that describe and 

differentiate data into classes, aiming to find patterns that have more value in relatively 

large to very large datasets. Classification involves examining the characteristics of objects 

and assigning them to one of the predefined classes. In classification, there is only one 

attribute among many attributes that can be a possibility, called the target attribute, while 

the other attributes present are referred to as predictor attributes. Each possible value that 

the target attribute can take indicates the class that is predicted based on the values of the 

predictor attributes. 
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Determining relevant data and uncovering hidden patterns within a dataset is the goal 

of Knowledge Discovery in Databases (KDD). This information is contained within a large 

database that was previously unknown and potentially holds valuable insights. 

The steps of Knowledge Discovery in databases (KDD) are as follows: 

1. The first step in data mining is called "Data Selection," and it involves picking 

which data points will be utilised. 

Respondent Mark Extracurricular Personality Presence Label 

Ahmad Adriansyah 82 B B 237 Achievement 

Aldi Irvan Syahputra 86 B A 239 Achievement 

Aroma Nusantara Sianipar 91 A A 217 Achievement 

Baihakki 85 A A 240 Achievement 

Bima Wirangga Siregar 80 B B 232 Achievement 

Dewi Sri Rizky Br. 

Tambunan 92 B A 239 Achievement 

Dina Nur Safitri 91 C C 236 Achievement 

Erwin Siregar 90 C C 211 Achievement 

Fitriani 81 B B 223 Achievement 

Frekdi Swandi Zebua 90 B A 231 Achievement 

Friska Afriana Br. Simamora 84 C B 232 Achievement 

Gusti Ananda Sabriansyah 85 C B 229 Achievement 

Hanna Yanti Simbolon 78 C C 215 Underachieving 

Hotma Ruli Tua Siagian 84 B B 240 Achievement 

Khairani 92 A A 222 Achievement 

Ledi Sri Natalia Pakpahan 90 A A 227 Achievement 

Lukas Rio Rizki Banjarnahor 83 C B 237 Achievement 

Melky Martin Simatupang 82 B B 232 Achievement 

Muhammad Basir Maulana 

Hsb 90 B B 238 Achievement 

Muhammad Faisal Nasution 79 C C 209 Underachieving 

Nuraini 88 B B 180 Achievement 

Putri Yosia Butar-Butar 94 B B 237 Achievement 

Rahma Dani 89 C B 231 Achievement 

Rahmad Zanuardi Harahap 90 C B 221 Achievement 

Rakes Mitu Wantober 

Sihombing 83 B B 235 Achievement 

Ratih Suryani 87 B B 214 Achievement 

Riska Putriana 91 A A 240 Achievement 

Rossy Pratiwi Simanungkalit 90 B B 236 Achievement 

Rosverawati Batubara 81 C C 219 Achievement 

Rut Meilisa Br. 

Simangungsong 84 C C 197 Achievement 

Selly Novita Sari 92 A A 238 Achievement 

Siska Silvia 93 A A 234 Achievement 

Teguh Prasetyo 78 C C 240 Underachieving 

Yuwanda Muhammad Fahri 75 C C 221 Underachieving 
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2. Preprocessing consists of two stages. The first stage is the cleaning process, which 

involves checking for duplicate or inconsistent data and correcting any errors, such as 

typos. The second stage is integration, which is performed on attributes that identify 

unique entities. 

3. Third, transformation is the action of changing data into a form that can be processed by 

data mining. 
 

Table 1 

P(N)  Amount  Percentage 

90-100 14 5.6 

80-89 16 8 

70-79 4 0.4 

      

P(E)  Amount   Percentage  

A 7 2.1 

B 14 8.4 

C 13 1.3 

      

P(K)  Amount  Percentage 

A 10 3.5 

B 16 8.8 

C 8 0.8 

      

P(KD) Amount    

<220 7   

>220 27   

 

4. Interpretation/Evaluation. This stage involves identifying interesting relationships within 

the identified knowledge base and generating distinctive patterns and predictive models 

that are evaluated to assess whether the existing study meets the desired objectives. 

5.   Knowledge. Users will be shown the created patterns. At this point, the freshly minted 

information may be used as a reference for decision-making and is readily accessible to 

all parties involved. 

 

3.1 Discussions 

Data processing involves all activities to prepare the data that will be manually 

completed. The data is processed from raw data collected during data collection. The data 

processed in Microsoft Excel includes academic grades, extracurricular activities, moral 

values, personality, and attendance of Yapendak Ajamu Private Junior High School 

students. With this data, the author will classify student grades using the Naïve Bayes 

algorithm. 

Explanation:  

X = data with an unknown class or label  

C = hypothesis that the data belongs to a specific class.  

P(C|X) = probability of the hypothesis given the condition (posterior probability)  

P(c) = probability of the hypothesis  

P(X|C) = probability based on the condition in the hypothesis  
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P(x) = probability 

P(c│x) = Value 

Calculate the total occurrences: 

90-100 = 14/34 

80-89 = 16/34 

70-79 = 4/34 

P│C “n” = 14/34 x 16/34 x 4/34 

= 0,4117647059 x 0,4705882353 x 0,1176470588 

= 0,0227966619 

Extracurricular 

Calculate the total occurrences : 

A = 7/34 

B = 14/34 

C = 13/34 

P│C “e” = 7/34 x 14/34 x 13/34 

= 0,2058823529 x 0,4117647059 x 0,3823529412 

= 0.0324140037 

Personality 

Calculate the total occurrences : 

A = 10/34 

B = 16/34 

C = 8/34 

P│C “k” = 10/34 x 16/34 x 8/34 

= 0,2941176471 x 0,4705882353 x 0,2352941176 

= 0,0325666599 

Presence 

Calculate the total occurrences : 

< 220 = 7/34 

> 220 = 27/34 

P│C “kd” = 7/34 x 27/34 

= 0,2058823529 x 0,7941176471 

= 0,1634948097 

 

 
Figure 1. Interface orange 
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Figure 2. Data mining process 

 

 
Figure 3. Result for target achievement 

 

 
Figure 4. Result for target underachieving 

 

IV. Conclusion 
 

Based on the research findings and discussions, it can be concluded that the Naïve 

Bayes algorithm can be used as one of the methods for classification in predicting 

outstanding students at Yapendak Ajamu Private Junior High School. The parameters used 

in this study include student grades, personality, extracurricular activities, and attendance. 

Based on the test results, the AUC (Area Under the Curve) value is 0.945, demonstrating 

that the Nave Bayes algorithm is effective at grouping pupils into appropriate categories. 

Out of the 34 data training sessions processed in the Orange application, 30 students were 

predicted to be outstanding, while the remaining students were classified as not 

outstanding. The precision for predicting outstanding students is 1.000, while for 

predicting non-outstanding students, it is 0.104. Therefore, the conclusion drawn is that the 

grades of outstanding students are higher compared to those of non-outstanding students. 

Researchers hope that Yapendak Ajamu Private Junior High School. will continue to 

maintain students' grades in schools through better education, so that the nation's 

successors have good intelligence, it is also hoped that the Yapendak Ajamu Private Junior 
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High School   and its teaching staff will continue to work competently and always provide 

innovative, creative and good learning so that Yapendak Ajamu Private Junior High 

School continue to create smart and achievement students. 
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