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Abstract−New student admissions are critical to the success of an educational institution because they determine the existence and 

financial sustainability of that institution. The number of prospective students who register changes every year. The school cannot 
anticipate the number of students who will come. Additionally, data on prospective students who enroll is collected annually 

without being analyzed to extract valuable information. The school must make predictions to estimate the number of new students 

in the next school year. Predictions are essential for effective planning, both in the long and short term. This research aims to apply 

the Naïve Bayes algorithm with Gaussian type to predict new student admissions. To find out whether the Naïve Bayes algorithm 
works well, an evaluation matrix is used. The methods applied include the dataset collection process, data preprocessing, split data 

training and testing, feature engineering, the implementation of Naïve Bayes, and results evaluation. The dataset is divided into 

70% training data and 30% testing data. The research results show an accuracy score of 86.11% during training and an accuracy 

score of 90.62% during model testing, with an increase of 4.51%. These results show that there is no indication of overfitting in 
the machine learning algorithm used. The evaluation matrix produces an accuracy score of 90.62%, precision of 100%, recall of 

90.62%, and f1-score of 95.08%. From the results of the evaluation matrix scores, it can be concluded that the naive Bayes algorithm 

with Gaussian type succeeded in predicting new student admissions well. 
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1. INTRODUCTION 

Registration and admissions of new students are important parts of the success of an educational institution because 

they determine its existence and financial sustainability. Some educational institutions, especially those that are not 

fully funded by the government or that do not have other sources of income such as endowments and grants, may wish 

to accept more students while still providing sufficient resources [1]. Along with progress in the field of education, 

competition between schools is also getting tougher. Schools that can increase the number of students will be the main 

goal [2]. Every year, the number of prospective students who register fluctuates. The school cannot predict how many 

prospective students it will have in the future. Apart from that, data on prospective students who register accumulates 

every year without ever being analyzed to obtain useful information [3]. 

SMP Negeri 2 Bilah Hilir always accepts new students every year. The activity of accepting new female 

students is the starting point for determining the smooth functioning of a school, with the assistance of teaching staff 

and equipped with optimal facilities and infrastructure for teaching and learning activities, producing students who 

are skilled and broad-minded. The number of prospective students who register at SMP Negeri 2 Bilah Hilir fluctuates 

every year. Schools cannot predict the number of prospective students they will have in the future based on previously 

recorded data. These predictions greatly influence the decision to determine the number of facilities and infrastructure 

that must be provided. Effective planning for both the long and short term relies on predictions. If this prediction is 

implemented in the planning process, the school will be more helpful in scheduling and meeting activity needs because 

this prediction can provide the best output, so it is hoped that the risk of errors caused by planning errors can be 

reduced to a minimum. 

To find out the number of new students in the coming year, it is necessary to make predictions or forecasts 

based on these conditions. The new student admissions team not only has to carry out promotional activities, but they 

also have to be able to estimate how many new students there will be in the upcoming new school year [4]. By knowing 

the number of new students, schools can know the policies used to add students [5]. These predictions greatly influence 

the decision to determine the number of facilities and infrastructure that must be provided. Effective planning for both 

the long and short term relies on predictions. 

Machine learning is growing rapidly in the education industry and has the potential to improve many important 

aspects of teaching and learning, research, and decision-making [6]. Over the past few decades, a number of 

researchers and scientists have shown interest in the use of machine learning in education [7], [8], [9]. Recent 

developments provide us with valuable tools by leveraging machine learning to explore and exploit education data 

[10]. Machine learning algorithms actually help organizations, including educational institutions, improve operational 

performance and decision-making processes and reduce forecasting errors [11]. 

The application of machine learning to predicting new student admissions has also been carried out by previous 

researchers by applying various types of algorithms. The results of research conducted by [12], shows that random 

forest regression is the most suitable machine learning algorithm for predicting university admissions. Based on the 

results of research conducted by [13], the random forest algorithm has a high ability to predict student acceptance at 

the high school level. The application of the Naïve Bayes algorithm carried out by [14] in recommending new student 
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admission strategies resulted in an accuracy of 72%. By applying the Naïve Bayes algorithm to the classification of 

prospective new students, an accuracy of 73% was obtained [15]. 

In predicting new student admissions, it is important to choose the right algorithm. Several studies have proven 

that the Naïve Bayes algorithm is superior to other algorithms in case studies in the field of education. Based on the 

results of comprehensive model experiments, it can be concluded that the Naïve Bayes algorithm has the best 

performance compared to the C4.5 algorithm. This is indicated by an Area Under Curve value of 92% and an accuracy 

of 94% [16]. According to research conducted by [17], the results show that the Naïve Bayes algorithm is more 

accurate than the random forest and C4.5 algorithms. The difference in accuracy between naïve Bayes and random 

forest is 2.84%, and the difference in accuracy between naïve bayes and C4.5 is 3.53%. The results of research 

conducted by [18] show the superiority of the Naïve Bayes algorithm compared to deep learning and random forest, 

with accuracy results of 99.79%. According to the results of research conducted by [19], the Naïve Bayes algorithm 

has the highest accuracy of 75% compared to random forests and decision trees. The Naïve Bayes algorithm also has 

several advantages, namely that it has high performance even on small amounts of data, performs analysis quickly, 

and is not affected by changes in the training data ratio [20]. 

In predicting new student admissions, the Naïve Bayes algorithm has also been applied in several previous 

studies. Research conducted by [21] aims to determine the application of the Naïve Bayes classification to the average 

of report card grades and national exam scores to the level of student acceptance in state high schools or vocational 

schools using the results of the classification model that was formed. In this research, the data used is data from new 

vocational school students. The data mining process was assisted by WEKA software using Naïve Bayes classification 

and 10-fold cross validation. Next, the Naïve Bayes classification model is used to process the prediction data. The 

results of testing the Naïve Bayes algorithm in predicting new student admissions to Vocational High Schools (SMK) 

on 196 student data tested in this research show that the Naïve Bayes algorithm has an accuracy rate of 86.22%. 

However, this research only uses the average report card score. Another study conducted by [5] aims to predict the 

rise and fall of the number of students registering using the Naïve Bayes method. Research data was obtained by 

randomly distributing questionnaires to 200 respondents (students) who were about to enter high school. The data was 

accumulated using Microsoft Excel. The results obtained were that the high-class precision prediction was 100%, 

while the low-class precision prediction was 94.23%. However, in this research, the extracurricular, cost, and distance 

criteria need attention and improvement. This is because no interest and low predictions are higher than interest with 

high predicted results. Research conducted by [22] aims to build a prediction system for new student admissions at 

MTS using the Naïve Bayes method using Python. The goal is to increase the accuracy of predictions of the number 

of new students who will enter each year. The student data used was 623 training data and 82 testing data used as a 

basis for predictions. The Naive Bayes method is used to classify data by calculating probabilities based on historical 

data. However, from this research, prediction results for the non-entering class were obtained with a precision 

percentage of 0%, recall of 0%, and f1-score of 0%. This means that the Naïve Bayes algorithm is unable to read the 

prediction results for classes that do not enter. 

Based on the background of the problem that has been explained, this research aims to apply the Naïve Bayes 

algorithm to predict the admissions of new students at State Junior High School 2 Bilah Hilir, Labuhanbatu Regency. 

This research is different from the previous research that has been described; in this research, the Naïve Bayes 

algorithm with the Gaussian type is applied. The Gaussian Naive Bayes algorithm is easy to use, simple, and does not 

require a lot of training data. This highly scalable algorithm scales linearly with the number of features and data points, 

is insensitive to irrelevant features, and is very effective in dealing with missing data [23]. The performance of the 

Naïve Bayes algorithm will be measured based on the evaluation matrix accuracy, precision, recall, and f1-score. 

From the evaluation matrix, it can be seen whether the naïve Bayes algorithm with the Gaussian type works well in 

predicting new student admissions. This research is important to carry out to help schools in the planning process for 

accepting new students. 

2. RESEARCH METHODOLOGY 

2.1 Research Stages 

This section presents the methodology used to predict student acceptance at SMP Negeri 2 Bilah Hilir based on the 

Naïve Bayes algorithm. The processes carried out are dataset collection, data preprocessing, split data training and 

testing, feature engineering, implementation of Naïve Bayes, and results evaluation. The research stages are shown in 

Figure 1. The method used in this research comes from research conducted by [5] and [24]. 

 

Figure 1. The Research Stages 
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2.1.1 Dataset 

In this research, the initial stage carried out was preparing data, where the data obtained came from the operator of 

SMP Negeri 2 Bilah Hilir. The data used in this research is student registration data at SMP Negeri 2 Bilah Hilir in 

2023, which is used as a basis for predicting the acceptance of new students. 

Table 1. Sample of dataset 

Students Sex School Origin District 
National Examination 

Score 

Distance 

(meter) 
Results 

student001 Female Panai Hulu 251.67 4950 Accepted 

student002 Female Bilah Hilir 296.33 1500 Accepted 

student003 Female Panai Tengah 249.00 7000 Accepted 

student004 Female Bilah Hilir 240.67 9240 Not accepted 

student005 Male Panai Tengah 234.67 11288 Not accepted 

student006 Female Bilah Hilir 281.00 9240 Not accepted 

student007 Female Bilah Hilir 265.00 509 Accepted 

student008 Male Bilah Hilir 241.00 700 Not accepted 

student009 Male Panai Hulu 226.33 4950 Not accepted 

student010 Mele Bilah Hilir 270.33 300 Accepted 

Table 1 shows a sample research dataset. The dataset used is data on prospective students who register in 

2023, with a total of 104 rows of records. The research dataset consists of the sex attribute, the school district of 

origin, national exam scores, distance from home to school, and the results attribute, namely whether students are 

accepted or not accepted at the school. 

2.1.2 Data Preprocessing 

The goal of preprocessing is to clean and convert raw data into a format that can be used successfully by the selected 

algorithm [25]. Data pre-processing in this research includes the processes of handling missing values and dividing 

data into categorical data and numerical data. In the process of handling missing values, missing values will be filled 

with the value 0 or values that appear frequently [26]. In this section, the dataset is separated into categorical and 

numeric variables.vThen an exploration of categorical and numerical variables was carried out to see whether there 

were missing values in the data and their cardinality. This stage also checks for missing values in the variables used..  

2.1.3 Split Data Training and Test 

For model validation, data splitting is commonly used. This method divides a given data set into two different sets: 

training and testing. Statistical and machine learning models are then fitted to the training set and validated against 

the test set. By providing a data set for validation that is different from training, we can evaluate and compare the 

predictive performance of different models without worrying [27]. In this section, we will divide the amount of 

training data and testing data into the dataset. This research applies a distribution of training data of 70% and test data 

of 30% [28].  

2.1.4 Feature Engineering 

Before applying any machine learning algorithm, these raw data sources need to be transformed into applicable and 

meaningful features that represent specific observational properties. Features typically appear as columns in a data 

matrix provided to a machine learning algorithm. This important step, often referred to as feature engineering, is the 

most important step in the machine learning process [29]. This stage is the process of turning raw data into useful 

features. This process helps in understanding the model better and increases its predictive power. At this stage, feature 

engineering will be carried out on various types of variables. Feature engineering was done using library 

OneHotEncoder in Python. One-hot encoding is used for categorical data types that only consist of two options [26]. 

Then, all feature variables are put on the same scale. To map variables to the same scale, the RobustScaler library in 

Python is used. RobustScaler is a method from Scikit-Learn that is used to normalize or scale data with the aim of 

improving the performance of machine learning models. RobustScaler is designed to handle outliers better than other 

scaling methods, such as StandardScaler or MinMaxScaler. This is done by using the median and interquartile range 

(IQR) of the data rather than the mean and standard deviation. RobustScaler normalizes individual features so that 

each feature falls within the same range. This helps machine learning models to converge faster and better because 

features that are in the same range do not dominate other features [30]. 

2.1.5 Implementation of Naïve Bayes 

In this process, classification is carried out using Gaussian Naïve Bayes. The first thing to do is train the model, and 

after that, the prediction process is carried out. Then, the accuracy of the model score is checked and compared with 

the accuracy of the test set to check for overfitting. Berikut persamaan dari Naïve Bayes. 

𝑃(𝐶) =  ∏ =𝑛
𝑖 1𝑝(𝑋𝑖|𝐶)      (1)  
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The Gaussian Naïve Bayes algorithm is shown in the following steps [31]. 

a. To train the date splitting the dataset into 70%, the remaining 30% is used for testing. 

b. Training phase: 

1. Total = all instances in the training dataset 

Cj is class in the dataset of training 

2. Probability of every single class is calculating 

P(Cj) = frequency (Cj)/total 

3. Calculate the mean (μ) as well as the standard deviation (σ) values of each of the training dataset class attributes. 

Note down the result. 

c. Testing phase: 

1. In testing DSX is an instance 

2. By applying equation (1), the probability density function value of X is calculated at Cp for values of X attributes 

remain in S, p (Xi |Cj) 

3. By using the equation, 𝑃 (𝑋|𝐶𝑗) =  ∏  =𝑛
𝑖 1𝑝(𝑓𝑗|𝐶𝑖 ), for the values, resulting from step of 3.2, the conditional 

probability value of X is calculated at Cj 

4. By using an equation, 𝑃(𝑋) = 𝑃(𝑐𝑗). 𝑝(𝐶𝑗), here, 𝑝(𝐶𝑗|𝑋) represents the probability value of instance at Cj, 

and then, the posterior probability of X can be calculated 

5. By selecting maximization 𝑃(𝐶𝑗|𝑋), assign a X class label. 

d. Return the class name 

2.1.6 Results Evaluation 

The final process of this research uses various evaluation metric criteria to measure the effectiveness of the model 

created. In this section, the results of the confusion matrix are also seen. The confusion matrix is a visualization tool 

commonly used in supervised learning. Each column in the matrix is an example of the predicted class, while each 

row represents events in the actual class. This method only uses a matrix table in the process if the dataset has a class, 

namely a class that is considered positive and the other class is a negative class. Evaluation with this confusion matrix 

produces accuracy, precision, and recall values for the classification that has been carried out [32]. Confusion matrix 

provide a clear picture of how a classification model functions and the types of errors it produces. It also provides a 

summary of correct and incorrect predictions, grouped by category. This summary is presented in image form. To 

assess the performance of the classification model, scores for accuracy, precision, recall, and f1-score will be 

displayed. It has the following definitions formally [33]: 

𝐴𝑐𝑐𝑢𝑐𝑎𝑟𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
      (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (4) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)
    (5) 

True positive are called TP, false positive are called FP, true negative are called TN, and false negative are 

called FN. True positives and false positives are the number of positive and negative records that are classified as 

positive, while false negatives and true negatives are the number of positive and negative records that are classified 

as negative. Then enter the test data, and after that, calculate the values that have been entered to calculate the 

sensitivity, specifications, precision, and accuracy. Based on the contents of the matrix in the table, it can be seen the 

amount of data from each class that was predicted correctly, namely (true positives + true negatives), and the data that 

was classified incorrectly was (false positives + false negatives) [34]. 

3. RESULT AND DISCUSSION 

3.1 Result 

In this research, the Gaussian naïve Bayes classifier model has been applied to predict new student admissions. Python 

is a programming language used from data preprocessing to the results evaluation process, using the Jupyter Notebook 

text editor on Google Colab. Naive Bayes classification is an easy and powerful machine learning algorithm for 

classification tasks. This research uses the Scikit-Learn library in Python to implement the Naive Bayes classification 

algorithm in this kernel. Information about the dataset used in this research is shown in Figure 2. 
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Figure 2. Summary of Dataset 

Figure 2 shows a summary of the dataset used in this research after the data preprocessing stage. Figure 2 

shows that the dataset consists of 104 entries and 5 columns. The column consists of the attributes sex, subdistrict, 

test_scores, distance, and results, which are the target attributes. The sex, subdistrict, and results attributes have the 

object data type. Meanwhile, the test_scores attribute has a float data type, and the distance attribute has an integer 

data type. Next, data preprocessing is carried out by handling missing values, as shown in Figure 3. 

 

Figure 3. Handling Missing Values 

Figure 3 shows a function to display features with the number and percentage of missing values by calculating 

the total number of missing values for each feature and calculating the percentage of missing values for each feature. 

From the results of the Handling Missing Values process, it is shown that of all the features used, there are no missing 

values with a percentage of 0%. The next process is to divide the dataset into categorical and numerical data types, as 

shown in Figure 4. 

 

Figure 4. Categorical and Numerical Data 

Figure 4 shows the attributes in the dataset, which consist of two types of variables, namely categorical and 

numerical. Categorical variables have the object data type, and numeric variables have the float64 and int64 data 

types. There are three attributes that fall into this type of category, namely, gender, subdistrict, and results. Meanwhile, 

in the numeric type, there are two attributes, namely test scores and distance. In this data set, there are no missing 

values. The gender attribute consists of two labels, namely, male and female. The sub-district attribute consists of 

three labels, namely: downstream, upstream, and mid-panai. Meanwhile, the result attributes consist of Accepted and 

Not Accepted. The next stage is splitting the dataset into training data and testing data using the Scikit-Learn library 

in Python, as shown in Figure 5. 

 

Figure 5. Splitting of Dataset 

   
(a)  (b) (c) 

 

   
(a)  (b) (c) 
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Figure 5 shows the process of dividing data into a training set and a test set using Python. This division is an 

important step in implementing the Gaussian Naïve Bayes algorithm to predict new student admissions. The first step 

is to import the train_test_split function from the sklearn.model_selection module. This function is used to divide a 

dataset into two parts: a training set and a testing set. The train_test_split function is used to split the datasets X 

(features) and Y (labels) into a training set and a test set. X_train and y_train are training data. X_test and y_test are 

test data. Test_size = 0.3 means 30% of the data will be used as the test set, while 70% will be used as the training set. 

Random_state = 0 ensures that the data split will be consistent every time the code is run, so the results are 

reproducible. This line is used to check the shape (dimensions) of the training set and testing set; X_train.shape shows 

the shape of the training data, and X_test.shape shows the shape of the testing data. The results show that the training 

set X_train has 72 samples with 4 features, while the testing set X_test has 32 samples with 4 features. The dataset 

has been successfully divided into a training set and a test set with a ratio of 70:30. The use of random_state ensures 

that data distribution is consistent and reproducible. After this data sharing, the training set can be used to train a 

Gaussian Naïve Bayes model, and the test set can be used to evaluate the performance of the model. In the next stage, 

a feature engineering process was carried out on the dataset by applying OneHotEncoder in Python; the results are 

shown in Figure 6. 

 

Figure 6. OneHot Encoder Results 

Figure 6 shows the results of OneHot Encoder on the research dataset. The data that appears is five pieces of 

data in rows 26, 61, 2, 62, and 85. From the picture, it appears that the sex attribute is broken down according to the 

number of labels, namely sex_1 and sex_2. Sex_1 is male, while Sex_2 is female. Subdistricts are divided according 

to the number of labels, namely subdistrict_1, subdistrict_2, and subdistrict_3. Subdistrict_1 is for the Bilah Hilir 

subdistrict, Subdistrict_2 is for the Panai Hulu subdistrict, and Subdistrict_3 is for the Panai Tengah subdistrict. Then, 

all feature variables are converted to the same scale. To convert the data to the same scale, the RobustScaler library 

in Python was used. The results are shown in figure 7. 

 

Figure 7. Scaling Results from RobustScaler 

Figure 7 shows the results of scaling the dataset using RobustScaler. In addition, all the values of the attributes 

have also been converted to the same scale. Apart from that, all attribute values have also been converted to the same 

scale, namely between -1 and 1. The dataset is ready for training and testing on the Gaussian Naïve Bayes model. The 

accuracy results of the training and testing process by applying the Gaussian Naïve Bayes algorithm are shown in 

Figure 8. 

 

Figure 8. Accuracy Score 
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Figure 8 shows a comparison of accuracy scores between training data and testing data in the implementation 

of the Gaussian Naïve Bayes algorithm to predict new student admissions.  The graph shows that the Naïve Bayes 

model has an accuracy of 86.11% when tested on training data. This means that the model was able to correctly predict 

86.11% of the training data used to train the model. The graph also shows that the model's accuracy increased to 

90.62% when tested on test data. This shows that the model performed better on never-before-seen data, being able to 

correctly predict 90.62% of the test data. There was an increase in accuracy scores during testing by 4.51%. Overall, 

this graph provides a clear picture of the model's performance in the training and testing stages and shows that the 

model has good generalization capabilities. However, we cannot say that the model results of this test are very good 

based on the above accuracy. We should compare it to zero accuracy. Zero accuracy is the accuracy that can be 

achieved by always predicting the most frequently occurring class. The evaluation of test results using a confusion 

matrix is shown in Figure 9. 

 

Figure 9. Confusion Matrix 

Figure 9 is a confusion matrix resulting from predictions using the Gaussian Naïve Bayes algorithm to predict 

new student admissions. In this confusion matrix, there are four quadrants that show the relationship between 

predictions and actual results: Predict Positive: 1 (Line 1): Prediction that the student will be accepted. Actual Positive: 

1 (Column 1): Students who are actually accepted. Actual Negative: 0 (Column 2): Students who were not actually 

accepted. Predict Negative:0 (Line 2): Predicts that the student will not be accepted. Actual Positive: 1 (Column 1): 

Students who are actually accepted. Actual Negative: 0 (Column 2): Students who were not actually accepted. True 

Positives (TP): The model predicted that 29 students would be admitted, and they were actually admitted. This is a 

correct prediction for positive cases. False Negatives (FN): The model predicts that 3 students will not be accepted, 

when in fact they were. This is the wrong prediction for positive cases. False Positives (FP): The model predicts that 

no students will be admitted, when in fact they are not. This is the wrong prediction for negative cases. In this case, 

no students were incorrectly predicted to be accepted. True Negatives (TN): No students were actually not accepted. 

Thus, true negatives are not detected in this matrix. Based on the values in the confusion matrix, the model correctly 

predicted that 29 students were accepted from a total of 32 cases (29 TP + 3 FN). Model precision cannot be calculated 

directly from this matrix because there are no false positives. Recall shows how well the model is at recognizing true 

positive cases; in this case, 29/32 = 0.9062, or 90.62%. The model has high recall, but the presence of false negatives 

(3 cases) shows that there were some students who were accepted but were not predicted by the model. The score 

from the performance evaluation matrix of the Gaussian Naïve Bayes algorithm, which includes accuracy, precision, 

recall, and f1-score, is shown in Table 2. 

Table 2. the Results of Evaluation Matrix 

Evaluation Matrix Score 

Accucary 90.62% 

Precision 100% 

Recall 90.62% 

F1-score 95.08% 

Table 2 shows the scores from the evaluation matrix from prediction testing on the Gaussian Naïve Bayes 

algorithm. From the table, it appears that the accuracy score obtained in making classification predictions is 90.62%. 

Accuracy measures the proportion of correct predictions over the total predictions made by the model. In this context, 

the Naïve Bayes model has an accuracy of 90.62%, which means that of all the data evaluated, 90.62% of the 

predictions made by the model are correct. This shows that the model is quite good at predicting overall new student 

admissions. The resulting precision in identifying the proportion of positive results that were predicted correctly was 

100%. Precision measures the proportion of correct positive predictions over all positive predictions made by the 

model. With a precision value of 100%, this means that all student admission predictions made by the model are 

https://ejurnal.seminar-id.com/index.php/bits
https://creativecommons.org/licenses/by/4.0/


Building of Informatics, Technology and Science (BITS)  
Volume 6, No 1, June 2024 Page: 421-429  
ISSN 2684-8910 (media cetak)   
ISSN 2685-3310 (media online) 
DOI 10.47065/bits.v6i1.5363 

Copyright © 2024 Aulia Salsabila, Page 428  
This Journal is licensed under a Creative Commons Attribution 4.0 International License 

correct. There were no cases where the model predicted a student would be admitted but was not actually admitted. 

The resulting recall in identifying the actual positive proportion that was predicted correctly was 90.62%. Recall (or 

sensitivity) measures the proportion of correct positive predictions over all positive actual cases in the data. A recall 

of 90.62% indicates that of all the students actually admitted, the model managed to identify 90.62% of them correctly. 

This shows the model's ability to recognize truly admitted students is quite good. The F1-score resulting from the 

harmonic average of precision and recall is 95.08%. The F1-score is the harmonic average of precision and recall. 

This provides a measure of balance between precision and recall. An F1-score of 95.08% indicates that the model has 

a very good balance between the ability to recognize all accepted students (recall) and ensuring that all admission 

predictions are correct (precision).    

3.2 Discussion 

The application of the Naïve Bayes algorithm with the Gaussian type in predicting new student admissions has resulted 

in an accuracy of 90.62%. However, based on this accuracy, we cannot say that this model is very good; we should 

compare it with zero accuracy, which is the accuracy that can be achieved by always predicting the most frequently 

occurring classes. After making a comparison with zero accuracy, the accuracy results obtained remained the same, 

namely, 90.62%. Therefore, we can draw the conclusion that the Gaussian Naive Bayes classification model works 

well to predict class labels. The training accuracy score was 86.11%, while the testing accuracy score was 90.62%. 

There was an increase in accuracy scores during testing by 4.51%. This shows that there are no signs of overfitting in 

the machine learning algorithm applied.  

This research certainly has limitations. The resulting F1-score was 95.08%, greater than the accuracy score. 

The f1 score is always lower than accuracy measures because it embeds recall and precision in the computation. The 

results of the confusion matrix on 32 test data obtained 29 true positive results, meaning that 29 students were indeed 

positively accepted as new students. Meanwhile, three students were declared false negative, meaning that there were 

fake negative scores. Of course, these problems can be developed to find solutions through further research. 

4. CONCLUSION 

The application of the Naïve Bayes algorithm with the Gaussian type in predicting new student admissions has been 

carried out by applying research steps that are in accordance with the method. A higher accuracy score on test data is 

a good indicator that the applied Gaussian Naïve Bayes model is able to predict new student admissions well, even 

when given never-before-seen data. The implementation of the Gaussian Naïve Bayes algorithm in predicting new 

student admissions shows positive results, with fairly high accuracy on test data. This shows the potential of this 

algorithm to be used in real applications to predict new student admissions with a high degree of accuracy. This 

confusion matrix shows that the Gaussian Naïve Bayes algorithm applied to predict new student admissions has good 

performance with high recall, although there are several false negatives. This means the model does a good job of 

identifying the majority of accepted students, but there are still some it misses. This evaluation helps in understanding 

where the model may need further improvement. From the results of the evaluation matrix scores, accuracy of 90.62%, 

precision of 100%, recall of 90.62%, and f1-score of 95.08%, it can be concluded that the naïve Bayes algorithm with 

the Gaussian type has good performance in predicting new student admissions at SMP Negeri 2 Bilah Hilir. Hopefully, 

the results of this research can contribute to helping schools prepare to accept new students. Overall, the Gaussian 

Naïve Bayes model used to predict new student admissions shows excellent performance with perfect precision and 

recall and a very high F1-score. This shows that the model is very effective in predicting new student admissions with 

little error. 
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